Free Excel add-in for regression
Reg ress D [@ m  and multivariate data analysis
* Released for the PCin 2014, major updates in the last couple of years

* Now includes Mac and logistic versions, interface with R, more teaching tools

* Originally developed for an advanced MBA course on regression and time series analysis at
Duke University, but intended for much wider use

* Has many novel features to support in-class and online teaching as well as applications
* A good complement if not substitute for other regression software

* A good companion for R (generate R code from menu interface in Excel, run
it with a few clicks, get high-quality output in both environments)

* A vast improvement over Excel’s prehistoric regression tool (Analysis Toolpak c. 1993)
* Better-designed regression interface and output than any commercial Excel add-in

* Fun to use

Offered for free at regressit.com as a public service

Features to support teaching (also helpful to practitioners)

* Designed to teach and support the entire analytic process: data visualization and exploration, model selection,
testing of assumptions, side-by-side model comparisons, use of nonlinear transformations in linear models,
time series issues, effective presentation of results, and leaving an audit trail for yourself and others.

* Unique ribbon interface simplifies all of these steps and helps to make them systematic
* Great for interactive demonstrations and exercises in the classroom and in online sessions and videos

* Fits nicely into a statistics curriculum where either Excel or R is used to any extent, as well as workshops and
short courses on linear or logistic regression taught to students with diverse software skills

* Presentation-quality Excel output is effective in class notes and student reports

* Self-instructive: dialog boxes have pop-up explanations of regression analysis tools

* Detailed teaching notes can be embedded in the output as cell comments (your own could appear there)

* Many audit trail features to authenticate individual effort and show the logical and temporal sequence of work
* Easy to evaluate and grade student work (the entire workbook is easy to navigate by clicking buttons)

* If you use a teaching platform in which student files for an assignment can be downloaded to a single folder,
the details of every analysis worksheet in every student file can be extracted and placed on a single
worksheet for a gradable overview of the work of the whole class.




Descriptive statistics procedure

Default output:

* Summary statistics

e Correlations

Optional output:

* Autocorrelations for any set of lags

* Series plots

* Histogram plots

¢ Individually titled scatterplots with
optional regression lines and
center-of-mass points

* Scatterplots vs. the 1%t variable only

* Table of squared correlations vs. 1°t
variable which can be interactively
sorted and used to pre-select

regression variables

Select Variables for Descriptive Analysis

Analysis name ‘ Stats 1

O Country.Eq.1_US
[J Country.Eq.2_Europe
O Country.Eq.3 Japan
O cylinders
Displacement100ci
GallonsPeri00Miles
Horsepower100
O meG

[J origin

O SecondsOto60
Weight1000ib

O Year

Variable to list first (optional)

| Gatlonsper 10omies

™ squared correlations with first variable

Select All Variables

Un-Select All Variables

=

Variable Transformations

Additional output selections

[~ Time series statistics (autocorrelations) g

[¥ Distribution statistics (skewness and kurtosis)

¥ Series plots

I with trend lines

 Points (" Lies (" Both (" Bars

X axis variable

[¥ Scatterplots

‘ Observation # :_]
|v For first variable only
" on X axis & on Y axis
[V Show simple regression lines
 ythtaaned | T withiiee
¥ show mean values
[v Histogram plots 20
Graph format
@ Lowrespicture { Highrespictre ¢ Editable

Run C

ancel

Descriptive stats output

* Presentation quality, well scaled, chart titles provide important summary statistics:

sample size, means, min/max, correlations, squared correlations or slope coefficients
* Tables, charts, and correlation matrix can handle long variable names with full visibility.
* Correlations and autocorrelations can be color-coded by significance.
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Linear regression procedure

Many presentation-quality
tables and charts on a single
model worksheet

Default table and chart titles
include model name (up to 30
characters) and key statistics

Out-of-sample forecasts can be
produced for missing values of
dependent variable

Confidence intervals in tables
and charts can be interactive

Model summaries worksheet
provides side-by-side
comparisons of all models
Teaching notes can be

embedded in the outputin the
form of cell comments

Select Variables for Regression Analysis X

+ Model name |Mode“_ + [ customize tites + | 0.5 Confidence level

Dependent varizble | GallonsPer100Miles -
Independent variables Sample size
Table output options.
[J Country.Eq.1_US 302
[E] Country.£q.2_Europe i + T Time series statistics ( autocorrelations)
Country.Eq.3_Japan 392
[0 Cylinders 302 * [ Correlation matrix of coefficents

0 Displacement100ci 392
] _GallonsPer100Miles 392

Horsepower100 392 + [V Table of residuals and influence measures

O PG 392 + [ save residuals and predictions to data sheet
[ origin 302
O secondsotoso 392 he Lottt otce

+ [ Actual and predicted vs. observation number
* [V standard residual plots

* [V Normal quantie plot

+ [ Residual vs. independent variable plots

+ [ Forecasts for missing or future values

+ Summary table coefficent format
" Coefficent (% Coefficent &P-value (" Standardized

+ Graph format

@ Low-respicture (" Highwespicture  ( Editable

+ [MNoconstant + [ Rcodeonly + [ Formues + [ Teachng notes,

Select All Variables Un-Select Al Variables Variable Transformations Run Cancel

Regression output

GalonsPer100iies . )
Residual -vs- Predicted

Coefficients can be color
coded by significance

Coefficient table and
residual table are

sortable on any statistic

Variables for next model
can be interactively
de-selected from the
coefficient table

Cells can contain values

Actual and Predicted -vs- Observation #
Model 2 for GallonsPer100Miles (8 variables, n=392)

iR-Sq Missing _y2507%. Coni Model 2 for GallonsPer100Miles (8 variables, n=392)
0868 E3 T 5 0% 5
suen % Upperssx =
0500 7519 10865 0000 2
0055 2734 0007 0.082 0258 10738 0154 15 4
0131 2467 0014 -0s80 088 20% 0203 A
0235 5437 0000 0814 176 97 0235 el a®
0087 -3.083 0002 -0.486 0105 1849 0087
o085 2102 0033 -0.388 0017 1783 0069 &
0017 2051 0041 ooot47 0067 2626 0.057 05 1
Weight1 0001 o112 [ 0.035 0.000 0904 135 11074 0574 14
r 0131 0008856 14,750 0000 0148 EATERRE -0.289 15
2
2 3 a H 6 7 H 9 10
Ertor RMSE MAE___ Minimum Masimum __ MAPE____AD" stat
Fied (1-302) 0000 0559 0417 1584 2372 90% 241 (P=0.000)

Histogram of Residuals
Meodel 2 for GallonsPer100Miles (8 variables, n=392)

= il mmmmmm
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or formulas

Formula option provides
interactive conf. limits
and has teaching value

Optional residual
autocorrelations forany =

set of lags
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Normality test(A-D"); P < 0.001

Normal Quantile Plot
Model 2 for GallonsPer100Miles (8 variables, n=392)

Residual -vs- Observation#
Mode! 2 for GallonsPer100Miles (8 variables, n=392)

Ll Nr o RN wWeE

Normality test (A-D*}: P <0.001




Regression dialog box has popup documentation of analysis options

* Click the plus
sign (+) next to
a check-box
option to see
an explanation
of its use

Dependent variable

+  Model name I Model 1

+ I Customize titles

+ | oss

Confidence level

‘ GallonsPer100Miles

H

Table output options

* ™ Time series statistics (autocorrelations)

Lags
I™ Correlation matrix of coeffidents

I™ Forecasts for missing or future vales

I Table of residuals and influence measures

I™ save residuals and predictions to data sheet

Chart output options

Independent variables Sample size
[ Cylinders 392
[0 Displacement100ci 392
[ GallonsPer100Miles 392
[0 GallonsPer100MilesTo1981 392 7
[ Horsepower100 392 +
[0 MPG 392 o
1 origin 392
[ oOrigin.Eq.1 392 +
[] Origin.Eq.2 392
[] Origin.Eq.3 392
] SecondsOtos0 392
Line Fit Plot % I
O Year
O Year7 +
The line fit plot for a simple (1-variable] regression model +
shows the regression line on a scatterplot of the dependent
variable versus the independent variable, and it includes o
canfidence bands far predictions. If the Formulas and
Editable options have been chosen, the confidence bands
adjust interactively when the confidence level in cell 110 is +
increased or decreased. The table of values that are used to
plot the regression line and confidence bands is located
behind the chart. If you drag the chart to the right, you can
view the numbers as well as the underlying formulas. The
values of the independent varizble in the first column can +
also be changed.
+ I Nod
o

@ [¥ Line fit plot {simple regression only) *

¥ Actual and predicted vs. observation number *
[¥ Standard residual plots *
[¥ Normal quantile plot

™ Residual vs. independent variable plots

Summary table coefficent format

" Coefficent [+ Coefficient &P-value ® Standardized

Graph format

 Low-respicture High-res picture = + Editable

Cancel

Click the plus signs for pop-up explanations of options. (= = commonly used)

Close the File Explarer before running an analysis.

Detailed teaching notes can be embedded in the output

Notes pop up when cells
with red flags are moused
over (if teaching notes
option has been chosen
and Notes button has been
toggled to show flags)

They could be customized
for a school (or a topic for
an online discussion...)

There are currently around
10,000 words of teaching
notes and pop-up
documentation of analysis
options

Model:

Dependent Variable:

N

" Model 4
GallonsPer100Miles

R-Squared
0.881
Variable s Coefficient
Constant x 9.972
Horsepower100 0.810 variablel.
Weight1000/b 1.245
Year -0128

~
Mean Error

Fitted (n=392)

12
11
10

[ RN Y.

0.000

Acty
Model 4 for|

in that case.

R-squared is the fraction by which the sample variance of the models
errors is less than the sample variance of the dependent variable,
l.e., ttis the fractional reduction in error variance compared to

what would be obtained with a constant-only model. Equivalently, it

is equal ko 1 minus the square of {the sample standard deviation of
the errors divided by the sample standard deviation of the dependent

There is no absolute standard for an acceptable value of this statistic.
That depends on the nature of the data, the variance-changing transformations
(if any) that have already been applied to the dependent variable,
the decsion or inference context in which the model is to be used,
and the reasonableness of the model's assumptions in that context.

If the setting is one in which the model equation is given (as in a
designed experiment) and interest centers on whether the effects of
independent variables are non-zero rather than on their predictive
accuracy in individual cases, then a low value of R-squared may not

be a cause for concern. The F-statistic may be relatively more important

If the setting is one in which the variables are time series and there

is a very strong and visually obvious time pattern in the dependent
variable (e.g., a trend or random-walk or seasonal pattern), then you
should expect to be able to achieve a very high value of R-squared.

A better measure of the model's usefulness in that case is to compare
» |its error statistics against those of a naive time series model. The
mean absolute scaled error (MASE) statistic provides such a test.

Confidence |

95.0%

std. Coeff. |

0.000
0187
0635
-0.284

T E Y )
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Model summaries worksheet

* Side by side model statistics in journal article format

* Several available formats for coefficients (with or without P-values, standardization)

* Color coding of coefficients can be applied here too

* Can be used for navigation: jump directly to the worksheet for any model

* Computer information and more details of variables are stored in popup cell comments

Linear Model For GallonsPer100Miles Wodel 1
Run Time 11714720 1:35 PM
# Fitted 38|z
Mean 4782
Standard Deviation 1.664
Number Of Variables 1
Standard Error of Regression 0.776
R-squared 0.783
Adjusted R-squared 0.783
Mean Absolute Error 0578
Mean Absolute Percentage Error 13.1%
Maximum VIF
Normality Test
Coefiicients: Iodel 1
Constant -0.380 (0.008)
Cylinders
Displacementi00ci
Horsepower100
Origin.Eq.2
Origin.Eq.3
Secondsltosl
Weight10001b | 1.734 (0.000)
Year

Model 2
T1/14/20 1:42 PM
282
4782
1.6684
8
0.566
0.887
0.884
0.417
8.0%
22938
see

Hodel 2
9,382 (0.000)
0,150 (0.007)
-0.323 (0.014)
1.275 (0.000)
-0.296 (0.002)
-0.203 (0.033)
I54L0DE

1.125 (0.000)

-0.131 (0.000)

Model 3
11/14/20 1:43 PM
382
4732
1,864
7
0.56%9
0.885
0.883
0412
3.9%
8.261
ses

Wodel 3
5.481 (0.000)
0.063 (0.138)

1.105 (0.000)
-0.214 (0.020)
-0.130 (0.151)
0.033 (0.023)

1.013 (0.000)

-0.128 (0.000)

Model 4
11F14/201:45 PH
382
4782
1.664
3
0.576
0.881
0.880
0.418
80%
4.386
.

Model 4
5,972 (0.000)

0,810 (0.000)

1.245 (0.000)
-0.128 (0.000)

v

Model 4 (#vars=3, n=392, AdjRsq=0.88)
Dependent variable = GallonsPer100Miles
Run time = 11/14/2020 1:45:20 PM

File name = AutoMPGmodel3.xlsx
Computer name = FACDS414

Program file name = RegressItPC
Version number = 2020.11.11

Execution time = 00h:00m:06s

Model = Model 4

Variable = Horsepower100
Coeff = 0.80985

StdErr = 0.158606

t-stat = 5.106

P-value = 0

VIF = 4.386

StdCoeff = 0.18734

Variable transformation procedure

An essential tool for applying linear
models in general

* Often underemphasized in teaching
and/or used unsystematically

* Regresslt has 20 different
transformation options (nonlinear
functions, time transformations,
creation of dummy variables, etc.)

* Transformed variables are assigned
standardized self-descriptive names
by default and are inserted in new
columns next to parent variables on
data worksheet

Data Transformations

Variable to transform 1 Cylinders

th

ical Ti

" INQX) [natural log]

" BXP(X) [exponential]

" XA2

" X~k [power]

(" Square root

(" Create dummy variables

(" standardize with sample standard deviation

" Standardize with population standard deviation

¢ Linear trend per # periods

" Subset selected by second variable

(" Operation applied to a second variable | + ¥

=]

Time Series Transformations

" Difference from k periods ago

(" Difference of natural log from k periods ago
" 9% Change from k periods ago

(" Deflate at

" Lag k periods

" Traiing moving average of n terms

" Centered moving average of n terms

" Sine

(" Cosine




Logistic regression procedure (PC only)

* Very rich and well-formatted
table and chart output for
visualization of logistic model
properties—great for teaching
and demonstrations

Spinners next to tables and
charts interactively vary their
parameters and can be used
without the software running

Cutoff level is interactive in
classification tables & ROC chart

5 chart options, 4 of which have
interactive features

Out-of-sample testing option

Select Variables for Logistic Regression

#

Confidence level

Modelname [ Titamiclogstemodel 0.55 + [To5  Cutoffvalue forbiary predictions  + [Tp5  Error rate weight for plots
Dependent variable Value labels
[ survived1stson =] o= [oea 1= [ aive
Independent variables e
[ Class EETRIN| Coefficient table
Class2 891 i " Logit & Logit & Exponentiated
Cli 891
O Embarkedc 1. ¥ Classification Table
[0 Embarkedq 891 + [ Table of residuals and leverages
] Embarkeds 891
IV Forecasts for missing values of dependent variable
O _Fare 891 e =
Female 891 + I Save prediictions and residuals to data sheet
FemaleClass3S 891 i
[ Firstso0 801
0 male 891 Chart options
MaleAge_0_9 891 o heo
MaleClass, 891
[0 MaleClass3qQ 891 + ¥ Logistic curve
[ MaleParentChildd 891 + ¥ Outcome frequendies vs. prediction intervals
O MaleQ 801
Ol MalesiblingSpousen Bo1 | * ¥ Actual and predicted vs. observation =
+ ¥ Errorrates vs, cutoff plots
Rt Ezmple i ol Coefficients on model summary sheat
+ Gy C i O
‘ S El With P-values Numeric Standardzed (" Exponentiated
Graph format:
™ Mo constant + [ Rcodeonly I™ Teaching notes in cell comments + " Low-es picture  High-res picture * Interactive

Select All Variables Un-Select All Variables

Variable Transformations Cancel

g

Logistic model output

lug labels:

R-squared {(McFadden) Adj.R-Sqr_ RMSE Mean # Fitted ROC area Critical z Conf_level -
0.389 0374 0.355 0.385 800 087 1.960 95.0% =
Yariable Coefficient Std_Err Z-statistie P-value Lower355 Upper35x. YIF Std. coeff_
Constant 476 0.407 1.168 0.243 1274
Age -0.025 0.009233 -2.864 o.008 -0.008538 1.384 0177
Class3 -1.857 0256 -7.262 0.000 -1 158 4 840 -NEin
Female 3084 0271 41.385 0.000 2 . ” .
FemaleClass3S 1214 0356 -3.412 0.001 Splnners to play WIth
MaleAge_0_9 2807 0627 4634 0.000 3
WaleClass2 822 0390 4868 0.000 confidence and cutoff
SiblingSpouseGT2 -2357 0588 -4.150 0.000 . o
levels after fitting a model
Source Deg.Freedom Deviance P-value AlC ROC area R-squared
Regression 7 415003 = Chi-sguare 0.000 867.331 087 McFadden 0.389
Residual 792 651.331 = -2 " log likelihood Cox-Snell 0.405
Null 798 1,086.334 =-2"null mode! log likeihood Nagelkerke 0.550
Cutoff value for prediction of Alive: 0.50 RMSE = 0.355
Predicted: Predicted: -
Actual # Dead # Alive Total Actual % Dead % Alive Total ==
#peat| 1 [ 3| %Desd|__s3% | &%
#Ave s wawe 1 | mw | aow
Total 566 234 200 Total 1% 29% 100%
Percent correct = 83.0% True positive rate = B65.9% True negative rate =| 93.7%
ROC curve: area under curve = 0.87
Titanic logistic model for Survived1st800 (7 variables, n=800)
_ 100% 00)
=
=
z
= B0% -
)
E
2 60% 1
-
B Interactive marker shows =
g 0 Cutoff =0.50 -
3 oox - position on ROC curve
g
= 0% T T T
% 20% 40% 60% 80% 100%
False Positive Rate (1 - Specificity)

o » Variable Selector
Logistic Regression Curve -vs- Age

Titanic logistic model for Survived15t800 (7 variables, n=800)

10 -
03
08
————— Upper 95%
0% —— Forecast
02— t——————— Lower95%
. 1 ® Mean
[} 10 20 30 40 50 50 70 80 %0

Age (min to max)
OtherVariables =Means

Distribution of Outcomes-vs- Prediction Interval
Titanic logistic model for Survived1st800 (7 variables, n=800)

— =

————
———_—
BAlve
Obead
05 10 15 20 25 30 35 40 45 SO S5 60 .65 70 75 80 .85 20 95 100
Prediction
Reltive weighton speciicty for weighed average | B0%]
Sensitivityand Specificity -vs- Cutoff Value
Titanic logistic model for Survived1st800 (7 variables, n-800)
100%
s0%
60%
—— Sensitivity =
0% —— Specificity S
op—f— N\ e 50% Wed.Ave.
0%
00 02 o4 05 o8 10

Cutoff




Ribbon interface: the really unique feature of Regresslt

* Allows you to take full advantage of the 4 dimensions of an Excel workbook
* Navigate the model space for presentations and model comparisons and refinements
* Navigate and interactively control the display of output on worksheets
* Reveal layers of information within cells (conditional formatting, cell comments)
* Makes it unnecessary to go to other Excel menus while working

File Home Insert Page Layout Formulas Data Review View Regressit

z 4 Left P Right rlHistory | & Up Zoomln  * Showal % Colors
T 5 4 Data M Summaries % Relatives W Down &, Zoom Out EE Title Rows éﬂ Fonts
Descriptive  Linear

Statistics Regression [ Last Model " Filter P Remove HTop Q. Zoom100% [Compare  |* Notes

Analysis Model Space Waorksheet Cells

Cell contents: displayed values,

Worksheets: Rows and columns:
numeric values, formulas, colors

the model space the table and chart space arid fonts, paragraphs of text
A B c 1] A B < A B C
1 | | L 7 5 L
2 2 | 2 |
3] 2 3
Model 1 | Model2 | Model3 | ; F
: 5 1
“ 6
4 Left P Right =3 History
Model Space tools I4 Data Pl Summaries = Relatives
7] Last Model 'Y Filter X Remove
Model Space

* VCR buttons move to left or right sheet or to data or model summaries sheet
(first and last sheets)

* Last Model button toggles back and forth to last viewed model sheet (good for
comparing 2 models head to head)

* History button shows list of worksheets with summary information about each,
can be used to jump directly to any other sheet or to export the list to a file

* Relatives button navigates among models by parent-child relationships
* Filter button allows coefficient table or residual table to be sorted on any stats

* Remove button interactively de-selects variables from an existing model sheet or
from a squared-correlation table prior to launching a new model from it




How the History tool works
* Displays a 1-line description of the contents of every sheet in the file
* Provides audit trail information such as date/time, computer name, and program version

* Can be used for random-access navigation among worksheets

* The “Export folder” option will download detailed information about all analysis sheets in all files in
a folder, placing it on a worksheet with 1 row for every analysis sheet in every file.

Export-folder worksheet can be sorted on multiple fields (model specs, run time, computer name, ...)
and used to survey the work submitted by an entire class of students

Analysis History In This File

AutoMPG
Descriptive: Series plots for MPG etc, (7 variables, n=392) 12/14/18 1:34 PM on FACDS414 - Series plots - AutoMPGdata. xlsx - RegressItPC - Version

Descriptive: MPG plots for MPG etc. (8 variables, n=392) 12/14/18 1:47 PM on FACDS414 - MPG plots - AutoMPGmodel4.xisx - RegressItPC - Version 2018, 12.07

Descriptive: GP100M plots for GallonsPer 100Miles etc. (8 variables, n=392) 12/14/18 1:37 PM on FACDS414 - GP100M plots - AutoMPGstats2.xsx - RegressItPC - Version 2018. 12.07

Regression: Model 1 for GallonsPer 100Mies (1 variable, n=392, AdjRgr=0.783, StdErrReg=0.776) 12/14/18 1:39 PM on FACDS414 - Model 1 - AutoMPGstats3.xlsx - RegressItPC - Version 2018.12
Model 2 for GallonsPer 100Mies (8 variables, n=392, AdjRqr =0.884, StdErrReg=0.566) 12/14/18 1:42 PM on FACDS414 - Madel 2 - AutoMPGmode! 1. xisx - RegressItPC - Version 2018,

Regression:
Regression: Mode! 3 for GallonsPer 100Mies (7 variables, n=392, AdjRqr=0.883, StdErrReq=0.569) 12/14/18 1:43PM on FACDS414 - Model 3 - AutoMPGmodel 2.xisx - RegressItPC - Version 2018, Note that the last
Regression: Model 4 for GallonsPer 100Mies (3 variables, n=392, AdjRar=0.880, StdErrReg=0.576) 12/14/18 1:45 PM on FACDS414 - Model 4 - AutoMPGmode!3.xIsx - RegressItPC - Version 2018,
Regression: Mode! 5 for GalonsPer 100MiesTo1981 (3 variables, n=362, AdRqr=0.874, StdEReg=0.590) 12/14/18 2: 14 PM on FACDS414 - Model 5 - AutoMPGmodel7.xisx - RegrassItPC - Versior . s
R Regression: Model.5.R for GallonsPer 100Mies ( 3 variables, n= 362 , AdjRqr=0.874, StdErrReg=0.530) AutoMPG.Model.5.R.12.14.15.27.34.r model in this list
Model Summaries .

is one that was

Sources

produced in R

Update List Export List Cancel Export Folder

Move To Sheet |

AUp @ Zoomln + Show Al
Worksheet tools ¥ Down @ ZoomOut := Title Rows
] Top Q Zoom 100% (] Compare
Worksheet
* Up/Down buttons move up or down the sheet by whole table or chart so that
the topmost one is always alighed with the top of the screen.

* Top button jumps back to top left cell. Top followed by Compare will re-reset
the viewpoint of all sheets to the top left cell, restoring the original view.

* Zoom buttons zoom all worksheets up and down in the same pre-defined
steps (good for adjusting to new screen size or Excel window size).

* Show All button shows or hides all tables and charts.

* Titles button shows or hides title rows above tables and charts. Showing
titles while hiding tables and charts gives an outline view of worksheet.

* Compare button sets viewpoint of all model sheets to same table or chart.




‘&*_ Colors
Cell tools 3 Fonts
|" Motes
Cells
* Colors button toggles blue-to-red color coding on and off for showing signs
and significance of coefficient estimates, correlations, and autocorrelations

* Fonts button toggles font color and boldness up and down for showing
significance of coefficient estimates, correlations, and autocorrelations

* Notes button toggles the display of red markers in cells for showing cell
notes. (Cell notes may contain teaching notes or more detail underneath the
numbers.)

o (2] Select Data ## Gridlines |E Instructions
Utilities and support tools [ Create Names = Toolbar iT Troubleshooting
Export Data R Import R 0 Info

Utilities Support

* Select data range and create variable names (Excel range names) with a
couple of clicks when setting up a new file

* Show-hide gridlines to allow adjustment of column widths

* Export data to R (writes to CSV file and places source command on clipboard
for loading the data into a new R data frame, you just need to hit Ctrl-V and
Enter in R)

* Import-R button creates new worksheet for model fitted in R
* Launch alternative floating toolbar interface (good for tablet computers)
* Display instructions and troubleshooting information




R | nte rfa ce Generate R code for model =

. + [ odel Model name Trpe .
* Can be used without any outit aptons floe Cok il >l
experience in R e G + [ =Standadregresioncharts
. + [¥  Model equation + ¥ =Actual &predicted [~ wfines
* Variables are selected from the L ¢ 17 Bt iy o
regression input panel + [ Analysis of variance whtars + [~ Autocorrelatons | 14 + [~ Indude predictions for trainng set
+ [~ Correlation matrix of coefficients + 2 Charts per window + [~ Indude predictions for test set
* Options for analysis in R are Varal slcton
Chosen from thiS panel o ca (:fom@rd € Badoward [~ Tracesteps * = recommended output (also autocorrelations for time series)
* Linear or logistic regression e | <] Tranng se (inary varible o bk or o aher)
+ | @ Aldatafitted
* Stepwise regression option * | Conevammomatnsen | | St datih
i i + Ok fokd eroes Aldation 3 Number of subsets (k) for random cross-validation
* Several train/test and multiple- e | 7] iteger et o (190
model options o e w12 P i o o
. Customized tables and ChartS + " Random sets with testing [0z Fractonor contrandomiy withheld [+ Mterabons [0 Seed(0forrandom)
with model-specific titles out ane. e s ke
* Code for loading necessary soptficer | Wpstachas
packages can be generated here  + s romcosng mose: Soad ool
. . [+ radages +  Clear variables n ancel
* Variable selections can also be - il “” -
pulled from existing R code
(Im and glm text strings) Can be used to handle very large data sets for either linear or logistic regression
How it works
* When you hit Run, a script file is
written and a line of code to run X E X g
it is placed on the clipboard
. . Menu interface for selecting variables and Output worksheet with the same formatting
* Just hlt Ctrl-v and Enterin choosing analysis options for linear or logistic and interactive features as native Regressit
RStUle to run the script regression. Data and packages can also be output. Stats and coefficients are also added to
loaded from here at the start of the session. the Models Summaries worksheet.
* Produces customized table and
Chart OUtpUt n RStUdIO R script file is written and Table output is placed on the
. code to run it is placed on the clipboard. Just hit the Import R
Table OUtpUt Ca_n be exported clipboard. Just hit Ctrl-V in button in Regressit to convert
back to Excel with 1 keystrOke the RStudio console. it to an Excel worksheet.

* Excel model sheets produced
by R have the same formatting N
and interactivity as the native R
ones (color coding, sorting of
coefficient table, inclusion in f:j:s’;‘;‘fj :::r';";a”c‘if“a"‘s AR e k=
history list and model
summaries sheet)
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Model output in RStudio: most of the same tables and charts as in
Excel, including model names and stats in chart titles

Console  Terminal

Files Plots Packages Help Viewer —=)
e E . 4 % .

————— Begin script AutoMPG2.Model.5.07.04.09.59.47.r produced by RegressItPC version 2019 . A0 | R ERp T 9 ' AL
.05.27 on FACDS414 at time 07.04.09.59.47
Linear regression model Model.5 for GallonsperlOOMiles in data frame AutomMPG2 Model.5 for GallonsPer100Miles
;ﬁ;lgﬁl;;sq:‘&g: 2131& 8 n=392,#var=6, StdErrReg=0.5702, AdjRsqr=0.883

Z o
Regression statistics: Model.5 for GallonsPer100Miles (#variables = 6 ) 8 - %‘ Q (e Rl

= T 2 C

L w© - é ?
| R- sqr] adj R- sqr] D‘F] stdErrReg] stdnepvar] Meannepvar] #F‘\tted] #M'lss-mg] e — ?% ‘ ‘ 4
=== = S ;
I 0.584] 0. 883] 385] 0. 5?02] I 6639] 4. 7522] 392] U] = o T T T

(U]
Coefficient estimates: Model.5 for GallonsPer100Miles (#variables = 6 ) 0 100 200
| | coeff| StdErrl T sta\:l P(>}tl)\ Lowergs%\ upperQS%\ VIF| stdcoeff|
I: | i A b .
| (Intercept) | 9.56979] 0. ‘3076| 12: lOZl 0. UOO\ 8. UlSUS\ 1 12454\ 0.0] 0. UUO\
|Horsepower100 | 1.13602] 0. 22498] 5.049]| 0.000] 0.69367] 1.57837] 9.0 0.263]
lorigin.eq.1 | 0.14911| 0.08975| 1.661| 0.097| -0.02736] 0.32558| 2.3| 0.043] Model.5 for GallonsPer100Miles
lorigin.Eq.2 | -0.09850| 0.09703| -1.015| 0.311] -0.28928| 0.09227| 1.6] -0.022]|
|seconds0to60 | 0.03478] 0.01666] 2.087] 0.038] 0.00201] 0.06755] 2.5] 0.058]
|weight10001h | 1.09779| 0.08585| 12.788| 0.000] 0.92900| 1.26658] 6.4] 0.560] o
|vear | -0.12977| 0.00882| -14.714| 0.000] -0.14711] -0.11243] 1.3] -0.287] TjU

2 -
Error distribution statistics: Model.5 for GallonsPerl00Miles (#variables = 6 ) g

r -

v
] | #| Meanerr| RMSE | MAE | min| 25%| 50%]| 75%] Max|
****** | e o [ | o ol il ol
1F1tted | 392| 0] 0.5651| 0.4154| -1.6354] -0.3342| -0.0251| 0.2865| 2.4453] 128 60 92 129 170 211 252 293 334 375
Residual skewness = 0.754 , kurtosis = 2.404 , A-D stat = 2.96 (P = 0.000 )
v n=392 #var=6 . StdErReg= 05702, AdjRsqr= 0883

————— Begin script auto_mpg.Model.1.11.28.16.22.39.r produced by RegressITPC version 2018.11.25

on FACDS414 at Time 11.28.16.22.39
Linear regression model Model.1 for GallonsPerl00Miles in data frame auto_mpg
variable selection: forward stepwise

out-of-sample test: fixed with training set vear70ToSl

# rows with any missing values removed prior to stepwise selection = 0

# variables removed by forward stepwise selection = 0

Regression statistics: model.l for Gallonsperi00miles (#variables = &)

| Rosqr| adj R-sqr| OF| stderrReg| stdbepvar| weanbepvar| #Fitted| #M'\ss'mg\
1 d

sl i | 1| Y
| o.881] 0.879] 353 0.5782] 1,659 4.9126 362 u\

coefficient estimates: Model.1 for GallonsPer100Miles (#variables = 8 )

Coeff | s(dEr‘r] © star| p(>1:m Lower 95| upper‘gi%] VIF| stdcoeff|
D - 1l

i
[ (zntercept) | 9.46283] 0. 597041 10. 668 o.uuu\ 7.71828] 11. 207371 0.0]  ©0.000]
Iweight10001b | 1.12762| 0.11798| 9.558] ©0.000| 0.89559] 1.35966| 11.2]| 0.587|
Ivear | -0.13286| 0.01015| -13.091|  0.000| -0.15282] -0.11290| 1.3| -0.271]
|Horsepawer100 | 1.28764] 0.25001| 5.150] 0.000| 0.79594] 1.77933] 10.4]  0.305]
lorigin.Eq. 2 | -0.30444]| 0.10421| -2.922]  0.004| -0.50939] -0.09950| 1.8| -0.071|
| seconds0to60 | 0.03959| 0.01820| 2.175| 0.030| 0.00380] 0.07538| 2.8  0.066]
lorigin.Eq.3 | -0.23563] 0.10526] -2.239] 0.026| -0.44266] -0.02861] 1.9] -0.056]
Jcylinders | 0.15032| 0.05781| 2.600] 0.010| 0.03662] 0.26401| 10.7|  0.156]
Ipisplacement100ci | -0.32471| 0.13804] -2.352]  0.019] -0.59618] -0.05323| 23.3]  -0.208]

error distribution statistics: model.1 for GallonsPer100wmiles (#variables = 8 )

| \ #\ MeanErr\ RMSE\ MAE\ Min| ZS%I 50%| ’5%\ Maxl

I:
ITrain \ 362\ 0. uuum 0.5709] 0.4281| -1.5791| -0.3787| -0.0358] O. 3044\ 2.37621
Test | 30| 0.0699] 0.3952| 0.3006] -1.1549] -0.1423] 0.0846] 0.2631] 0.7939]

Test RMSE/Train RMSE = 0.692

Residual skewness = 0.732 , kurtosis — 1.884 , A-D stat = 2.26 (P = 0.000 )
summary statistics of dependent variable:

] 1 #l Mean] stdoev|  win| wax|
|
iTram ! 362| 4. 9131 1.6590] 2.146] 11.110]
ITest | 30| 3.210] 0.5444| 2.273| 4.545]|

e

Test stdDev/Train stdbev = 0.328

Linear regression model Model.1 for GallonsPerl00Miles in data frame auto_mpg
variable selection: forward stepwise
out-of-sample test: fixed with training set Year70To81

#**The output for this model has been written to the clipboard for importing to Excel.=** I

Exporting results to Excel

< Output in RStudio from script generated by Regresslt
Below: same output as exported from RStudio back to Excel.
Formatting is the same as Regresslt output, it has the same
interactivity, and is also on the model summaries sheet.

[Modet: Wodel 1 R Script ‘auto_mpg Model 1 11.28.16.22 39 1
Dependent Variable: GallonsPer100hiles Out-of-sample test: fixed with training set Year70Tos1
Independent Variables: Variable selection: forward stepwise
Weight1000Ib, ¥ ear, Horsepower100,Origin £q 2, Seconds0to60, Origin Eq 3, Cylinders Displacement1 00ci

Equation:

Model 1 < Im( GallonsPer100Mies ~ Weight1 000Ib+Year 100+Origin.Eq.2 Origin.Eq.3+Cylind 100ci ¢4

Statistics: Model.1 for GallonsPeri00Miles { 8 variables, 0 removed by forward stepwise, n= 362 )

R-Squared AdiR-Sqr StdErrReg.  StdDep¥ar #Ficed #Missing Criticalt  Confidence
0.881 0.879 0578 1659 362 0 1,967 95.0%

oefficient Esti : Model.1 for GallonsPeri00Miles { 8 variables. 0 removed by forward stepwise, n= 362 |
Variable Coefficient Std_Err. t statistic P value Lower35x Upper853 YIF Std.Coeff.
Constant 9483 0.887 10.668 0.000 7718 1207 0.000 0.000
Waight1000i8 1428 0.118] 9558 0.000 0.896 1360 11205, 0587
“Vear 0133 0.010 -13.081 0.000 -0.153 0113 1272 -0.271
Horsepewerl00 1.288 0.250 5150 0.000 0.796 1779 10.414 0:305
Origin Eq.2 0304 0.104 2922 0.004 -0.508 -0.099 1753 -0.071
Seconds0tosd 0.040 0.018 2475 0.030 0.004 0.075 2750 0:065
Origin.Eq.3 -0.23% 0.105 2239 0.026 -0.443 -0.029 1872 -0.056
Cylinders 0.150 0.058 2600 0.010 0.037 0.28¢ 10741 0.156

nalysis of Variance: Model.1 for GallonsPer100Miles { 8 variables. 0 removed by forward stepwise, n= 362 )

Source _Deg Freedom Sum Squares Mean Square __F-statistic P-value
Regression B 875627 108453 327 424 0.000
Residual 353 118.003 0334
Total 381 993.630

Error Distribution Statistics: Model.1 for GallonsPer100Miles { 8 variables, 0 removed by forward stepwise, n= 362

Mean Error RMSE MAE Min Maz MAPE A-D" stat

Fitted (n= 382 ) 0.000 0.571 0428 -1.579 2378 0.090 226(0)
Tested (n=230) 0.070 0.395 0.301 1155 0.794

Out-of-sample test. fixed with training set Year70To&1
[Test RIMSE/Train RIMSE = 0.892 , Test StdDew/Train StdDev = 0.328
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Floating toolbars (alternatives to the ribbon) o
. . [
* Vertical toolbar is launched from Toolbar button and can be “— ‘
placed to the side of Excel window while hiding the ribbon Fouses || wia || e |
1] Last Model M it Summari =1
* Good for use on touchscreen computers = 1 __ ‘
* Buttons are larger and your hand doesn’t block the view Yo | X | @mponr |
* Maximizes vertical space for viewing rows of the worksheet = “* | @z |
Do B Zoom Out + Show Tables
» Additional feature: buttons for interactively increasing and | | o
decreasing confidence levels on editable worksheets with et | e | oot \
formulas (as opposed to typing new values in cell 110). e e o
* A horizontal toolbar can be launched from vertical one via o —— = =
the Toolbar-H button: can be placed at bottom of screen yaam| | e
Regressit X
Dat:aﬂ Left | Right Summaries ;Uu ‘jrl Zoom In Show All | Titles | o S ;ab;;Dala Gridlines Al;;;uctmns
D;T;‘fn"ée RE;;‘::;M LastStats |  History | Relatives | Compare Down Zoom Out | ShowTables | Conf+ Create Names | Toolbar V | Troubleshooting
LastModel | Fiter | Remove| !mportR‘ Top |Zoom xon%l 5huwth«3rtﬁ| Conf- | i i Expart Data Undo | Info ‘

And one more thing...

* The workbooks produced by
Regresslt look good and are easily
navigable on a cell phone.

* |t’s easy to scroll around an
analysis worksheet, scale it up and
down, and tab back and forth
between analyses

* This screen shot is from a
Samsung Galaxy S8
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Free Excel add-in for regression

Reg ress l:] m  and multivariate data analysis

* Take it for a test drive!
* You can get up and running in a few minutes from the download pages at
regressit.com.
* Download the appropriate program file for your computer (and unblock it if used on a PC)
* Open an Excel file with a single columnwise data sheet with variable names in the first row
* Open the program file and hit “Enable” at the macro security prompt
* Use the Select Data and Create Names buttons on the Regresslt menu to define the variables
* Start using the descriptive analysis and regression procedures and playing with the output

* Complete documentation, analysis examples, and videos are also available on the
web site

* We welcome your comments at feedback@regressit.com.
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